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Non-overlapping Domain Decomposition Methods for Dual Total
Variation Based Image Denoising

Michael Hintermiiller - Andreas Langer

Abstract In this paper non-overlapping domain decomposition methods for the pre-dual total vari-
ation minimization problem are introduced. Both parallel and sequential approaches are proposed for
these methods for which convergence to a minimizer of the original problem is established. The asso-
ciated subproblems are solved by a semi-smooth Newton method. Several numerical experiments are
presented, which show the successful application of the sequential and parallel algorithm for image
denoising.

Keywords Domain decomposition - Subspace correction - Total bounded variation - Pre-dual -
Convex optimization - Convergence analysis - Image reconstruction

1 Introduction

In the context of image denoising, Rudin, Osher and Fatemi [31] proposed to use the total variation
as a regularization technique. In this approach, the recovery of an unknown image is based on solving
the constrained minimization problem

min/ |Du| over u € BV (£2)
“ (1)
subject to (s.t.) /

0

udx:/ fdxr and /(uff)Qalac:(TQ7
Q Q

where 2 C R? is a simply connected domain with Lipschitz boundary 882, f € L?(£2) is the observed
image, and o is the standard deviation of Gaussian white noise with zero mean. Moreover, BV ({2)
denotes the space of functions of bounded variation [1,15] with u € BV (£2) if and only if u € L*(£2)
and the total variation

/ |Du| = sup{/ uwdive : v e (CH(82))2, [[v]oo < 1}
Q Q
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is finite. Here, C2(£2) denotes the space of C*-functions with compact support in 2 and ||¢|/cc =
sup, />, ¢7(x). The space BV (£2) endowed with the norm |ullgv (o) = Jullpi(2) + [, |Dul is a
Banach space [20].

It is well-established that the non-smooth and non-additive total variation preserves edges and
discontinuities in images [6,11], and many efficient numerical methods have been proposed for solv-
ing the total variation minimization problem (1); see for example [2,5,7-9,12-14,25,28,29,35]. A
common strategy to solve (1) is to minimize an energy that consists of a data-fidelity term, which
enforces the consistency between the recovered and the measured image, and the total variation as
the regularization term, i.e., one solves

min%/ |u—f|2dx—|—a/ |Du| over u € BV (£2) (2)
Q Q

with a > 0.

Due to the continuous improvement of hardware, the dimensionality of images and measurements
in general is increasing, resulting in big data sets that need to be processed. While existing state-
of-the-art numerical algorithms for the solution of (2) perform well on small- and medium-scale
problems, none of these are capable of addressing extremely large problems in realistic CPU-time. In
such a situation subspace correction, domain decomposition and block-coordinate descent methods
are fundamental as they allow for splitting the computational workload and solving a sequence of
smaller problems, possibly distributed on multiple cores. We emphasize, however, that well-known
approaches as those in [4,10,32,33] are not directly applicable to the problem in (2) due to the
non-smoothness and non-additivity of the total variation regularization.

Recently in [16-19,22,23,27] domain decomposition strategies were introduced for minimizing
objectives including the total variation. In this context, the major difficulty lies in the correct treat-
ment of the interfaces of the domain patches, i.e. the preservation of crossing discontinuities and
the correct matching where the solution is continuous. While in these papers an implementation
guaranteeing convergence and monotonic decay of the objective energy is provided, convergence to
the global minimizer of the underlying problem cannot be ensured, in general. For one-dimensional
problems, in [18] a proof is presented which establishes convergence of an overlapping domain de-
composition algorithm to the global solution. However, it is not clear yet how to extend this proof
to any finite dimensional space without introducing additional (possibly restrictive) assumptions.

In [16], for a wavelet decomposition method an additional condition is invoked which allows to
establish global optimality of a limit point obtained by the decomposition method. Unfortunately,
despite the good practical behavior of the method, this condition cannot be ensured to hold in
general, as counterexamples have shown. Thus, with the aforementioned condition one can only
check a posteriori whether the algorithm found the global minimizer or whether it failed to do so.

Additionally to the convergence and monotonic decay of the energy the authors derived in [22,23]
an estimate of the distance of the limit point obtained from domain decomposition methods to the
true global minimizer. With the help of this estimate, it is demonstrated by numerical experiments
that the sequence generated by the domain decomposition algorithm indeed approaches the global
minimizer of the objective functional. However, a proof of convergence of such a domain decompo-
sition method to the minimizer of the global problem seems elusive. Here the main difficulty lies in
the presence of the non-additive and non-smooth total variation term.

In order to tackle the difficulties due to the minimization of a non-smooth and non-additive
objective over a non-reflexive Banach space in (2), we consider the pre-dual problem of (2); see [21,
24] for the derivation of the latter. In fact, the pre-dual reads:

min%Hdin + f||2L2(Q) over p € Ho(div, 2) 3)

s.t. —al < p(z) < al for almost every x € (2,

where Ho(div, 2) := {v € L?(2) : divv € L*(2),v-n = 0 on 92} and n is the outward unit normal
on 0f2.
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The smooth objective of L?-type and the pointwise constraints turn out to be more amenable to
domain decomposition methods than the structure of (2). In fact, in the present paper we introduce
non-overlapping domain decomposition methods for the problem in (3) and show their convergence
to a global minimizer in a discrete setting. In [34] a convergence theory for coordinate gradient
descent methods was established for a class of minimization problems. In that paper, convergence to
a global minimizer could be proven only under the assumption of strict convexity of the objective.
This latter assumption, however, does not hold for the problem in (3). Moreover, the convergence
analysis presented in [34] is not directly adaptable to our problem. Hence for our proposed domain
decomposition methods a different convergence analysis is needed.

In our numerical experiments we show that our domain decomposition approach for the dual
problem (3) converges faster than the domain decomposition approach in [22] for the primal problem
(2). Hence the proposed splitting method is not only superior from a theoretical point of view, since
we can show convergence to the global solution, but also practically. These reasons make the domain
decomposition algorithm for the (pre-)dual problem applicable to 3D imaging problems, where a
large number of data have to be processed.

The rest of the paper is organizes as follows: In Section 2 we present the main notations
used throughout the rest of the paper. In Section 3 we introduce the sequential and parallel non-
overlapping domain decomposition method and show its convergence to a minimizer of the global
problem. Details on the numerical implementation of the solvers for the proposed domain decomposi-
tion methods are described in Section 4. Finally in Section 5 we show sequential and parallel numer-
ical experiments for image denoising. We compare the computational performance of the proposed
domain decomposition algorithm of the dual problem with the domain decomposition algorithm for
the problem in (2) introduced in [22]. Moreover, we show the successful application of the proposed
algorithm for 3D medical data.

2 Notations

In the rest of the paper we work in a finite dimensional setting by considering a finite regular (pixel)
mesh as a discretization of a rectangular domain 2. For simplicity, we take 2 := [0, 1]2, but an
extension to rectangular domains is straightforward. Further we approximate functions p by discrete
functions, again denoted by p. Since we are mainly interested in imaging problems, it is sufficient to
introduce our main notations for a two-dimensional space only.

In our discrete setting, 2 is a mesh in R? of size N x N, where N € N with mesh size h =
Tij — Tit1,j = Tij — Ti 41 for x;; € 2. The considered “function spaces” are H = R¥*N and
V = H?, with corresponding norm

1/2
lulla = llullez2) = <h2 > IU(w)I2> , forallue,

z€E2
and

1/2
Ipllv = <h2 > @)+ pQ(w)2> , forallp=(p',p*) €V,
reS?

respectively. We define the scalar product of u,v € H and of p,q € V, respectively, by

(o) = h* 3 u(@o(@), and  (pa)v = > 3 (p(2), q(x))e:

e e

with (y, z)gz = Z?:l yjz; for every y = (y1,72) € R? and z = (21, 22) € R%.
The discrete gradient Vou is denoted by (Vou)(z) = (Vou)'(z), (Vou)?(x)) with

1,y L Jul@igag) —u(wey) ifi <N,
ol () =5 {0 ifi=N,
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and

v 2 i) = —
(Vauw? i) = 340 I

1 ) {u(x@j_;.l) - u(a:i,j) if j < N,

foralli=1,...,N and j =1,..., N. For an operator T we denote by T™ its adjoint (or transpose).
Further we introduce the discrete divergence divg, : V — H as divg, := =V, (VY is the adjoint of
the gradient V), in analogy to the continuous setting. In our case, the discrete divergence operator
is explicitly given by

1 p (i) — p*(ziz1,;) if1<i<N,

(dive p)(zi,j) = W p'(zi ;) ifi =1,
7p1(xi_17j) ifi = N,
P’ (i) — p*(xij—1) f1<j<N,
5 P> (i ;) if j =1,

—p*(ij-1) if j =N,

for every p = (pl,pQ) € V. Note, that with these definitions of the gradient and divergence we have
that (p, Vou)y = (—dive p, u)y. In the sequel we also use the notations V := V and div := divg,
when it is clear from the context that all of {2 is considered.

We will often use the symbols 1 and O to indicate the constant vectors with entry values 1 and
0, respectively.

For a convex functional J : H — R := R U {—o00,+00}, we define the subdifferential of J at
v € H as the set valued mapping 8.7 : H — 2%

5T (v) = {® * ) if 7 (v) = co,

{v*eH: wWu—v)y+TW) <T(u) Yu€H} otherwise.
Whenever w € H is fixed, 07 (- + w)(v), for v € H, denotes the evaluation of 07 at v+ w. It is clear
from this definition that 0 € 9 (v) if and only if v is a minimizer of J. Since we have to handle
different spaces, namely H, V, it is sometimes useful to distinguish the spaces in the definition of
the subdifferential by imposing a subscript 9y J for the subdifferential considered on the space H,
for instance.

3 Non-overlapping Domain Decomposition of the (Pre-)Dual Problem

We consider the splitting of 2 into two disjoint subdomains 21 and {22 such that 22 = 2\ 1
and {2 = (21 U {25. For consistency with the definitions of the gradient and divergence operator, we
assume that the subdomains 2;, i = 1,2, as well as 2 are discrete rectangles. We stress that the
shape of the domains as well as the decomposition into two subdomains represents by no means
a restriction, but rather simplifies the presentation. Associated with this decomposition we define
Vii={v eV :v(x) =0forz € 2\ 2} such that V = V1 & V2 and by 7wy, we denote the
corresponding orthogonal projection onto V;. With this splitting we aim to solve the discrete problem

N B 2
min — || di + overpeV
5lldivp + flf3 over p (1)

s.t. —al < p(x) < al for all z € 2,

by the following iterative scheme:
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Algorithm 1

— Initialize: p'© =: p§°’ + pgo) e Vi & Vo with —al < p(O)(w) < al forallxz € (.
— lterate: For k=0,1,... do

k+1 . . k k
p{** € argming,ev; { 31l divpr +p§?) + [l : —al < pu(w) + P (@) < a1},

€ argminp,ev; { 31/ div(pl*™ +p2) + fIlf : —al < (" (@) + pa(a) < a1},
p(k+1) — pngrl) + pgk+1).

k+1
Pl

For the ease of notation, from now on we use —al < p(z) < a1 instead of —al < p(z) < a1 for all
T € (.

Several basic properties of Algorithm 1 are summarized next.

Proposition 1 Let J(p) := 1||divp+f|[3; and pFta) .= p§k+1)+pgk>. Then Algorithm 1 generates

sequences (p™)x C V and (pgk))k C Vi fori=1,2 with the following properties:
(i) J(pW) = J(p*F2)) > J(p*) for all k € N;
(i) The sequences (J(p(k)))k and (J(p(k“‘%)))k converge;
(iii) limp_ o0 (J(p<k+%>) - J(p(k))> —0;
(iv) The sequences (p'®)x and (™)) are bounded in V and hence have subsequences that converge
n V;
(v) The sequences (pgk))k fori=1,2 are bounded in V.
Proof (i) The assertion follows from the optimality properties of p&k) and p(k).

2
(ii)+(iii) The statements follow directly from (i) and the fact that J(-) is bounded from below.

(iv) Since —al < pgk)(a:) + pék)(x) < al and —al < p§k+1)(as) + pgk)(x) < al for all z € 2 it
follows that

Ip™ v < av2 and [p" ||y < av2 forall k € N.

(v) Since pgk) € V; it follows from the boundedness of (p'®)), see (iv), that

k k k k k
202 > [p® |3 = Ip% + 1% = 0PI} + 15011}

and hence (pgk))k is bounded in V for i = 1,2.

Proposition 2 For i = 1,2 let (pgk))k be generated by Algorithm 1 and (pz(-k’))l be a convergent

subsequence with limit point pl(-oo’o). Then there exists an accumulation point pl(-oo’l) of the sequence
(pgkl+1))l such that

(i) p§°°’°) and p(loo’l) are minimizers of

N T
min §|| div(p1 + pg‘”’o’) + f||$.[ over p1 € V1

s.t.—al < pi(x) + p§°°’°) (z) < al,

and
(i3) pgx”o) and pgoo’l) are minimizers of

N oo
min §||d1v(p(1 1) +p2) + f||$.¢ over p2 € Vs

s.t. —al < pi(x) Y + pa(z) < al,
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Proof Set F(p) := 3| div(p) + fI + Ij-aa) (P), where

0 if —al <p(zx)<alforallzel2

oo otherwise.

I[foc,a] (p) = {

Then the minimization problem in Vi is equivalent to
min F(p1 + pék)) over p1 € V1.

Note that F' is convex, lower semicontinuous, bounded from below, and monotonically decreasing
with respect to the iterations, i.e., F(p(k)) > F(p(k+1)) for all k£ € N.

(i) Since (pgc));C is bounded, there exists a convergent subsequence (pék’)) ; with limit pg)o’o). Further

i +1
(pgkﬁl))l is bounded and hence there exists a convergent subsequence (pi 4 ))j with limit

(o))

k41 ki, Ky, 41
By the minimality property of pi Ea we have that 0 € dv, F(- + p; l’))(pi Lt )). Then by

[30, Theorem 24.4, p. 233] we obtain that 0 € Oy, F(- + pém’o))(pgm’l)) and hence by convexity
(00,1) - Jt (00,0)
p1 ' €argming ey, F(p1+py )
Analogously we get that 0 € BVZF(pgoo’l)—i—-)(pgoo’l)), ie., pgoo’l) = arg minp,cv, F(pgoo’l) +p2).
Moreover, by the monotone decrease of the energy we have that
FpM) > Fpi*™* + p) > F**Y) forall k€N
and hence
k k k k
Fp™) = F*™) > F(p{*™*" + p{) - P + ™) > 0.

Replacing (k) and (k + 1) by (ki) and (k;, + 1), respectively, we get

ki, +1 ki, ki, +1 Ky, +1 Ky, +1 Ky, ki, ki,
0< Py 4 pg ) = P T ey ) < Py T 4py ) = Fp i 4 py ),
. (TN . CIT oy 1 e (00,0)
Since (p, ); is bounded, there exists a subsequence (p; )m with limit pj and we
have

(ki, +1) (k )

Jim ij) (k"jm+1 (kljm+1)
F(p, +py ) = F(py + Py ) >0.

Proposition 1(ii) implies limg_, oo [F(p(k)) — F(p(k"'r))} =0 for all » € N. Consequently

0s hm [F(pik”’” ey - p(p, e o, e ))}
L [F (o 4 py ) = p(p, ) sy e ))] 0.
Further
Jim_ |:F(p§kljm+l) n p;kljm )) B F(piklij) N p;kljm+1 ))]

= F(py™" +pg™%) - F(pi™" + pg™?).
This implies
Fp{™ +pf %) — P +pi™Y) = 0.
Since pgoo’l) is a solution of

(00,0)

N
mlninlV(pl + P )+f||%{ over p1 € V1

st.—al <pi(z)+ pém’o) (z) < ol

so is p§°°’0).
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(ii) By similar arguments one proves the second assertion.
Next we show the convergence of Algorithm 1 to a minimizer of the (pre-)dual problem (4).

Theorem 1 The sequence (p(k));c generated by Algorithm 1 has an accumulation point p>® eV
which is a solution of the problem in (4).

(k+1) (k+1)

Proof From the optimality of p; and p

0 € —my V(div(pl"" + pi”) 4+ 1) + Ovi T, (- + PE7) (01 )
0 € —m, V(div(p{"* + p{" ) + f) + 0v, [ (P + (RS,

where Ij_q o](-) is defined as in (5). By similar arguments as in Proposition 2 we extract suitable

we get

(6)

subsequences and due to their boundedness (Proposition 1), the hierarchy of sequences (pékl) )i,
(ki;+1) (ky;, +1) . . (00,0) _(c0,1) _ (o0,1) .

(py )i, (P )m converges to limit points ps , P1 , Ps , respectively. Note that
the divergence of a bounded sequence is again bounded, i.e., the boundedness of (p(k))k C V implies
the boundedness of (div p(k))k. Hence, we may replace k by k;; in (6). By taking the limit m — oo

and using [30, Thm. 24.4, p. 233] we obtain
0 € =7y, V(div(p{™" + Py ) + f) + 0vi [ _aa) (- + PETV) (1)
0 € =y, V(div(p{™" + Py ) + ) + 0v [_a,a) (P + ) (BED).

Jm

(00,0) &

By Proposition 2 we can replace p oo1) by ps in the last inclusion. Let us define

&1 = my V(div(p™ Y + p5) + 1) € v Ii—a o (- + P57 7N (B1)
€2 1= M, V(div(p™"" +p5") + 1) € 0T (01 + ) (05).
Note that £ := &1 + &2 = V(div p(oo’l) +p(°°’0) + f). By the definition of the subdifferential we get
1 2

(00,0

€1y1 =Py H I +p50) < T ay(yr +p50Y) for all yy € W,

(€2,52 = PSOW + [ a1 +05Y) S TS +y2) forallys € Va.

Summing up the last two inequalities yields

€y +y2 = (1 + Py +1[fa,a}<p§°°’” +p§°°’°>>

< I —a,a) (yl + p(OO, )) + I[foc,a] (Pgoo’l) + y2) — A—a,a] (ploo ) + p(OO O)) for all yi € Vi
Since {21 and (22 are disjoint we have that
I_a,0)(P1+P2) = [—a,a](P1) + [[—a,a)(P2) (7)

for all p; € Vi, i = 1,2. By using this property we deduce

I 1+ PS) 4 )P0 4 y2) = I (07 4+ 950) = Iy (v1 +y2)

for all y; € Vi, ¢ = 1,2. Hence, for y := y1 + y2, we have
€y = ™"+ p5* Ny + Taa @7 +PY) S Taw(y) forally € V.
and consequently
0 € ~V(div(p™" + p5 V) + ) + Oy I_a,w ()P +p5Y).
On the other hand, p* € V is a solution of the global problem (4) if and only if
0€—V(divp" + f) + v I_aq()(P).

Hence p(oo b + p(OO ) i a minimizer of the global problem. By Proposition 1(iii) and since 0 <

k 1 k ki, +1 ki,
I(pam T L p Py ypFun T L 5 F 0 Ty fotiows that p{) 4 peD

of (4).

is also a minimizer
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Remark 1 (a) In the above proof we rely on the additivity of the function Ij_, () with respect to
a disjoint decomposition. Actually, Theorem 1 can be extended to more general problems of the
type

1 2

ST () + gl + P(p), (8)
where g € H is a given datum, P : V — R a convex, lower semicontinuous function with the
splitting property (7) and T': V' — H is a bounded linear operator.

Due to this property, our method can also handle deconvolution-type problems, i.e., (2) is replaced
by

1
minf/ |Ku — f|*dx + a/ | Du| + E/ |u|?dz over u € BV ()
2o o 2 Ja
where K is a continuous linear operator from L?(£2) to L?(£2) modelling, e.g., convolution and
k > 0. We note that x > 0 is useful, whenever K™K is not invertible. The (pre-)dual in the
discrete setting becomes
. ]- . * 2
m1n§||d1vp+K fllar overpeV
st. —al <p(z) <al,

where ||w||%; = wT Mw for M = (kI + K*K)™'. Here, in a slight misuse of notation, we denote
the discrete convolution operator also by K. Considering T := M2 div and g := M%K*f in (8),
the deconvolution problem fits into our framework.

(b) As the considered problem (4) is convex but not strictly convex, our convergence analysis differs
from the one in [34], where the strict convexity assumption is essential.

3.1 A Parallel Version and its Convergence

The parallel version of Algorithm 1 reads as follows:

Algorithm 2

— Initialize: p(© =: f>§°) + ﬁéo) € Vi ® Va with —al < p%(z) < al for all z € 2;
— Iterate: For k=0,1,... do

k41 . . ~(k ~(k

p{*™ € argming, ev, { 1| div(p1 +BS7) + fI3, 0 —al < pi(z) + Py (z) < all,
k41 . . ~(k ~(k

p ™) € argminp,ev, { 4[| div(p{® + p2) + fI3,: —al < p2(z) + 5 (2) < a1},

p(k+D) — pﬁ’““)+pf§””+p<k”

~(k+1

p§k+ ) = Terp(k+l)7

-~ 1

pYHY =y, pE D),

We state similar convergence results as for the sequential algorithm and provide their proofs for
the sake of completeness.

Proposition 3 Let J(p) := %|| divp + f||%,. Then Algorithm 2 generates sequences (p*)), C V,

(pz(.k))k C Vi and (f)z(-k))k C Vi with the following properties:

(i) J(p™) > J(p* V) for all k € N;
(i) The sequence (J(p*))), converges;
(i) The sequence (p k))k is bounded in V and hence has a subsequence that converges in V;
w) The sequences p(-k) k and ﬁ(k) k fori=1,2 are bounded in V.
2 2

Proof (i) The assertion follows from the optimality properties of pgk) and pék).
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(ii) The statement follows directly from (i) and the fact that (J(p*))), is bounded from below.

(iii) Since —al < p(kJrl) (z) + pék)(:c) <al and —al < p<k)(:r) + p(kJrl) (z) < al we get that
(k+1) (k+1) (k)

@ e @) )

1
-« 5 s

for all z € Q2. From the definition of p**1), see Algorithm 2, we deduce -1 < p(k+1)(z) <al
for all z € £ and hence |[p®]|y < av/2.

(iv) Since p(k),pgk) € V; it follows from the boundedness of (p'®)); and the inequality (a + b)% >

ﬁ(a‘z +b2) for a,b > 0, that

k k k ~(k
av2 > [pP v = 1B + Y (lv > —= (1B |lv + 1557 Iv)

\f

and

(k (k (k (k _
2a\/§z2up<k>||v=||p "+ p8” Vv = et + ps v = Ip* Vv

(k (k _
f<||p1 v + 1S 1lv) — [p* V1

and hence ( )k and (p )k are bounded in V for ¢ = 1, 2.

Proposition 4 For i = 1,2 let (p k))k be generated by Algorithm 2 and (pgk’))l be a convergent

(o0, 0) (c0,1)

subsequence with limit point p; Then there exists an accumulation point p;

(p Ek’+1))l such that

of the sequence

(i) f>§°°’°) and pﬁ“’“ are minimizers of

min 2| div(ps + B5) + flf3 over pa € Va
s.t. —al < pi(z) —l—p(oo O)( ) < al,
and
(i3) f)éoo’o) and p§°°’1> are minimizers of
min 1|| div(f)goo’o) +p2)+ fll3 overpz € Vi
51— ol < pa(a) + 57 (@) < o,
Proof Set F(p) := 3| div(p)+ f13 +I[—a,a) (P) With I[_ ) defined as in (5). Then the minimization

problem in V; is equivalent to ming, cv, F'(p1 + figk)). Note that F' is convex, lower semicontinuous,

bounded from below, and monotonically decreasing with respect to the iterations, i.e., F(p(k)) >
F(p**) for all k € N.

Since (]';')(Qk)),rC is bounded, there exists a convergent subsequence (f)gkl)) 1 With limit ~(°° 9 Further

ki,
(p (k"H))l is bounded and hence there exists a convergent subsequence (p( ) j with limit p(°°+1)
k k
By the minimality property of p( G+ we have that 0 € Oy, F(-+ P ~( s ))(pg Eh )). Then by

[30, Theorem 24.4, p. 233] we obte(m)m that 0 € O, F(-+ P ~(°° ) (p §°° 1)) and hence by convexity
pg Y € arg ming, ev, F(p1 + p(oo ))
Analogously we get that 0 € dy, FI(p{°" +- )(p(oo+1)) i.e., pi™!) € argming,ev, F(f)§°°’°)+p2).

Moreover, by the monotone decrease of the energy we have that

2F(p™) > F(p{"™™" +55”) + F(B” +py" ) 2 2F(* V) forall k e N



10 Michael Hintermiiller, Andreas Langer

and hence

2(F(p™) — F(p* ) > F(p* ) + p8) + FBY + pd) —2Fp* ™)) > 0.

ki ki
The sequence (f)g i )) 1 is bounded and hence there exists a convergent subsequence (f)g tim ))m with

)

~ Ky . (kij ) .
limit p§°°’°>. Moreover, (p; Lim )m is bounded and has a convergent subsequence (p, Y )n with

limit p§°°’°>. Thus we have
. (ki +1) (b, ) (k) (k. +1)
lim [F(py ™ 4Py )+ F(By " 4py ) —2F(p

n— oo

(kljanrl )) = 0.

Since F(p1+py ") > F(pi™" +p5?) for all p1 € Vi and F(™” +p2) > (™" +p5")
for all p2 € Vo we deduce that

F(ijgoo,O) +f)goo,o)) _ F( (o0,1) +P ~(oo O)) and F( (0,0) +p ~(oo O)) F( (0,0) +p(oo 1))

and hence

P € arg min F(p1 +p5”) and py*) € arg min F(5{™") + pa),
Vi pP2€V2

which concludes the proof.

Theorem 2 The sequence (p(k))k generated by Algorithm 2 has an accumulation point p(oo) eV
which is a solution of the problem in (4).

Proof The proof can be carried out analogously to the proof of Theorem 1. However, we present an
alternative proof.
By similar arguments as in Proposition 4 we extract suitable subsequences and due to their

1 k ki, +1
boundedness (Proposition 3), the hierarchy of sequences (p2 ’))l, (py (Ut + ))J, B, )m (p;“"" In
(00,0) _(00,1) =(00,0) (00 i)

converges to limit points py , P1 , Pi Ps , respectively. Hence the system

(ki,  +1) R 1 . (k) (R )
L e arg min {§Hdlv(p1+pgl "+ fl3 s —al <pi(z) 4Py T (m)fo‘l}’
P1 1

+1) ~

R, ; Lo Ly ) 2 Lo
2 €arg min | o|[div(p, " +p2)+ flfi: —al <pa(z)+Py T (2) Sed
2 2

converges by [30, Theorem 24.4, p. 233] to
P € arg min {4\ div(pr + s ”) + fllf : —al < pai(a) + 550 (@) < al}
p1
Py € arg min {5H div(pi™" + p2) + [l —ol < pa(e) + 5 () < al} :
2 2

for n — oo.

By Proposition 4 we have that p(C><> 1)

~(0<> 0)

and p are minimizers of

ol (o
mmg” div(p™” + p2) + f|[3 over p2 € Va
s.t. —al < pa(x) + f>§°°’0>(m) <al,

(o00,1)

and p; Bl

and P, are minimizers of

m1n7||d1v(p1 +p ~(°° O))—I—fH?.[ over p1 € V1

st.—al < pi(z)+ p§°°’°) (z) < od,
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Hence we get the following first order conditions for f)g ) € V4 and p(OO 0 vy

<d1v( (00:0) 1 p<oo 0)) + f,divqi — div p(OO O)>H >0
for all q1 € V1, —al < qi(z) + p(oo O)( ) < al for all z € 2.

<d1v( (00,00 p<Oo 0)) + f,divgs — dlvp(oo O)> >0
H

for all q2 € V2, —al < qa(z) + p(oO O)( ) <al for all z € 2.
Then by adding up the last two inequalities we obtain

(B 4 5E50) + fdiv(ar +a2) — div(B=0 + 5Y)) >0

for all q; € V; with —al < ql(m)+p(°° O)( ) <alforallz e 2and —al < qz(z )er(oo O)( ) <al
for all x € 2 for i = 1,2. Since 21 and (22 are disjoint and —al < qi(z) + p(OO 0 () < al as

well as —al < qo(z) + p(OO O)( ) < al it follows that —al < qi(z) + q2(z) < al and —al <
~§°° 0)( )+ (oo 0)(27) < a1 for all z € 2. Hence p(>) = f)(oo 0 4 f)(oo %) ¢ V is a solution of the

global problem in (4).
4 Implementation

For technical reasons, we will require a certain splitting property of the discrete divergence operator
with respect to a disjoint decomposition of the domain {2, i.e.,

> diva(pr + p2)(z) = > divg a, (P14 P2)(2) | 4 di(p2)
zEN x691U§2
Y dive(pi+p2)(@) = | Y, div, s (P1+p2)(z) | +d2(p1)
zef? T€NU,

where d; is a suitable function only depending on p;c, i € {1,2}\ {i}, and ; C (2; is a small stripe
around the interface between §2; and (22 for ¢ = 1,2. For appropriately chosen (2;, ¢ = 1,2, this
splitting property always holds.
Let us consider, for example, the subspace minimization in Vi, i.e.,
min || diva(p +py) + I} over p1 € Vi
st. —al <pi(z) <alforall x € 24,

which can be written as

min — H dva U, (p1 + p(k)) + f+ dl(pék))H?z(Qlu@) over p1 € V1 )

s.t. —al <pi(z) <al for all z € £,

where we used the above splitting property of the divergence operator.
We define Vs = {veV:v(x)=0forz e 2\ .(22} and rewrite the constrained minimization
problem (9) in the following from

min - ||d1VQIU92($1)+f+d1(p2 )Hp(glug) over £&1 € V1 @V

st mp &1 = szpg ) and —al < i(z) <alforallze 2, U 2.
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Note that for ¢ = 1,2 and i = {1,2}\ {¢} indeed &; is optimal if and only if p; = &; — pie is optimal.
In order to solve this constrained minimization problem we use the augmented Lagrangian method
[3,26]:

Algorithm 3
— Choose £{") (= Wvlea%p(k)) eVi,q9(=0)e Vi, and p >0

— Iterate: Forn=0,1,...

(n+1) : {1 : ~ (k)32 ~ (n) (n)
6 cong | min {5ldivg, 0, (60 + 7+ eI om0 6 =€y

I k
+ Blimg, (61 = PE) e 0,0, ¢+ 0l < &1(2) S al}

n k
gD = g™ £ )

— 15T, (

The minimization problem in Algorithm 3 can be treated as proposed in [21, Section 3], where
a family of approximating problems is considered. This method has the advantage of an image
resolution independent convergence for fixed 8, p and it converges locally at a superlinear rate. More
precisely, the minimization problem is replaced by a regularized problem, i.e., we consider

mln—|V£1| || d1V91UQ2 (&) +f+ d1(p2 )”22(!21U92) + 5 HPd’Lv£1||£2(QIUQZ)

L max(0, (€1 — a1)) + —= | min(0, A€ + a1)[? — (@™, €1 — £y (10)

2B 26
X ~
+§||7r‘72(£'1 —pé ))||§2(QIU§2) over &1 € V1 & Vs,

where 8 > 0, v > 0, V denotes the discrete vector gradient in 21 U 92, and Py;, is the orthogonal
projection in Vi @ Va onto {v € V1 & V4 : div, ,g,v(z) = Oforall z € 2, U 25}, As argued in
[21], the parameter v has no noticeable effect on the result and thus can be set to 0, as it is done
in our numerical experiments below. Let &7 denote the unique solution to (10). Then it satisfies the
following optimality conditions

1 * . * k * n * * k
— GAE — Vo,00, (Vo ua, 61+ / + di(057) + vPagi — ™ + g, o, (€ - pYY) + A =0

A = max(0, 3(¢] — al1)) + min(0, B(£] + al)),

where A is the discrete vector Laplacian in {21 U 2. This leads to the following algorithm for
computing SYHFU, cf. [21, Algorithm B,
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Algorithm 4

— Initialize: (o) = ( )
— lterate: Set £ = 0. While stopping rule not satisfied do:
— Set, for j=1,2,

+1—{37 j)(ﬂf)—a>0}7
Ae+1—{x (0 (x) + o <0},
I, =y 92) \ (Ae+1 U Az+1)

— Solve for (1)

1 . * k
<_BA = Vo,un, dvg g, +7Pdw> Clet1) + pmg, mp, (Cretn) — ps)+
B(Ce+1) — Oél)XA+ + B(Ce+1) + al)XA;H—
k n
Ve,up, divg Lo (f +di(py”) — ™ =0.

— 0= él—i— 1.
— Set £"Y = ¢ ).

In the above algorithm we used Xat, = (Xi\i ,xii ) with
41 041 241

j _{1 lfxeAe_,'_l,
X+ =
041

0 ifzg¢ -Ae 1
for j = 1,2. The while-loop terminates when the residual of the respective linear system drops
below a user-specified tolerance for the first time. This tolerance is given in iteration ¢ 4+ 1 by

tolg11 = 0.1min(r; 2%, r;), where r; denotes the residual in the ¢-th iteration, as suggested in [21].

The linear system in Algorithm 4 is resolved by the conjugate gradient method (CG-method). The
stopping tolerance for the CG-method in iteration ¢ is again the aforementioned tolerance tol,.

We conclude this section by mentioning that the implementation for the minimization in Vo works
analogously by simply adjusting the notations accordingly.

5 Numerical Examples

In this section we present numerical experiments for the proposed sequential and parallel algorithms
for image denoising. The values of the parameters are chosen experimentally, i.e., we choose the values
which give a good compromise between visual quality and computational time of the algorithm. Note
that the dynamic range of all image data considered in this paper is [0,1]. All the computations
presented are done in Matlab on a Linux cluster with 32 kernels, where each kernel has 2 processors
and each processor 4 cores, i.e., on a computer with 256 cores.

5.1 Denoising of 2D Image Data

In our numerical experiments for 2D image denoising we terminate Algorithm 1 and Algorithm 2
as soon as the residual of the global regularized problem, cf. (10), drops below a certain threshold
R* > 0.

We consider the “barbara” image of size 512 x 512 pixels, depicted in Figure 1, which is corrupted
by Gaussian white noise with variance 0.03. The sequential and parallel domain decomposition algo-
rithms are applied to this image by decomposing the image domain into D = 2,4, 8, 16 subdomains.
In particular, we either split the physical domain into stripes or windows as shown in Figure 1. In
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Initial Pictl_,l_re - Iniialict‘urre

(a) | (b)

Fig. 1 Domain decomposition in 4 stripes, see (a), and 4 windows, see (b), of the ”barbara” image corrupted by
Gaussian noise with standard deviation 0.03.

# domains sequential parallel

D = 2 (stripe): 124 s / 6 it (20 s/it) 262's / 16 it (16 s/it)
D = 4 (stripe): 1455 / 7 it (20 s/it) 231's / 19 it (12 s/it)
D = 4 (window): 150 s / 7 it (21 s/it) 236 s / 22 it (10 s/it)
D = 8 (stripe): 173 s / 8 it (21 s/it) 253 s / 22 it (11 s/it)
D = 16 (stripe): 235 s / 10 it (23 s/it) 353 s / 26 it (13 s/it)
D = 16 (window): 180 s / 8 it (22 s/it) 302's / 26 it (11 s/it)

Table 1 Restoration of the “barbara” image in Figure 1 of size 512 x 512 pizels: Computational performance
(CPU time in seconds / the number of iterations and the average CPU time for one iteration in Algorithm 1 and
Algorithm 2 respectively) for the sequential and parallel domain decomposition algorithms with o = 0.13, 8 =7,
v =0, p =500 for different numbers of subdomains (D = 2,4,8,16). The algorithms are stopped as soon as the
global residual reaches the significance level 2.1 % 104,

the algorithms we choose o = 0.13, 8 = 7, v = 0, and u = 500. The iterations are terminated as
soon as the global residual reaches the significance value of R* = 2.1 « 10™%. We note that R* was
chosen empirically as the quality of the reconstruction was satisfactory and no noticeable change
occurred for smaller values of R*. For different numbers of splittings we show in Table 1 the required
computational time and the number of required iterations. Moreover, in Table 1 we also display the
approximate average time for one (outer) iteration of Algorithm 1 or Algorithm 2, respectively. From
Table 1 we observe that the number of iterations is increasing with the number of domains. This
phenomenon may be attributed to the increasing number of interfaces, where the correct solution can
only be obtained during the iterations, while inside the domains the solution seems to be immediately
achieved. Due to the fact that the image size is rather small, parallelization does not pay off, since the
communication time between the processors adds to the CPU-time and more iterations are needed
until convergence is reached. The latter fact comes from the averaging of the current iterate with the
previous one, cf. Algorithm 2. Nevertheless we emphasize that for each single iteration significantly
less computational time is needed with the parallel version than with the sequential one. We also
note, that we ran experiments in which we modified the parallel algorithm in a way that the update
is done without any averaging, i.e., pFth) = Zi’;l p§k+1). Additionally to the fact that analytically
we cannot proof convergence with this modified update, we observed in our numerical experiments
that convergence to a global minimizer cannot be guaranteed in general. Thus the averaging process
in the update is not only theoretically but also practically necessary.



Non-overlapping Domain Decomposition Methods for Dual Total Variation Based Image Denoising 15
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Restored image
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Iterations

(a) (b)

Fig. 2 In (a) we depict the restoration of the “barbara” image in Figure 1. For the “barbara” image of size
2024 x 2024 pizels the decrease of the logarithm of the global residual for the sequential domain decomposition with
4 subdomains (stripes) is plotted in (b).

# domains sequential parallel

D = 2 (stripe): 2736 s / 5 it (547 s/it) 4580 s / 13 it (352 s/it)
D = 4 (stripe): 2475 s / 6 it (412 s/it) 2898 s / 16 it (181 s/it)
D = 4 (window): 2209 s / 5 it (441 s/it) 3407 s/ 17 it (200 s/it)
D = 8 (stripe): 2980 s / 7 it (425 s/it) 2292's / 19 it (120 s/it)
D = 16 (stripe): 2852 / 7 it (407 s/it) 28255 / 22 it (128 s/it)
D = 16 (window): 2435 s / 6 it (405 s/it) 2902 s / 21 it (138 s/it)

Table 2 Restoration of the “barbara” image in Figure 1 rescaled to size 2048 x 2048 pizels: Computational perfor-
mance (CPU time in seconds / the number of iterations and the average CPU time for one iteration in Algorithm
1 and Algorithm 2 respectively) for the sequential and parallel domain decomposition algorithms with o = 0.13,
B=7~v=0, p=>500 for different numbers of subdomains (D = 2,4,8,16). The algorithms are stopped as soon
as the global residual reaches the significance level 2.1 x 10~4.

Since an image of size 512 x 512 pixels is rather small, for the sake of comparison we rescaled
the “barbara” image to a size of 2048 x 2048 pixels and denoised it by the sequential and parallel
algorithm with the same parameters and stopping criterion as used above. The results of these
experiments are documented in Table 2. For a decomposition into 4 stripes the restored image is
plotted in Figure 2 (a), while in Figure 2 (b) the progress of the global residual over the iterations
is depicted. Still, the sequential algorithm is faster than its parallel version, which can be explained
as before. However, for a decomposition into 8 stripes the parallel domain decomposition algorithm
outperforms the sequential one, although more than twice as many iterations are needed. Additionally
we observe that the number of domains for which the algorithm gives the best performance clearly
depends on the size of the considered image. While for the small size “barbara” image the best
performance is achieved for a splitting into two domains for the sequential algorithm and into four
domains for the parallel version, for the rescaled image four domains for the sequential and eight
domains for the parallel algorithm converge fastest. We further note that the CPU-cost per iteration
exhibits a stronger increase for the sequential algorithm when compared with the parallel one. This
indicates that for yet larger image sizes a trade-off between the sequential and the parallel method
will be reached rendering the parallel version more efficient for growing image data sizes. This claim
is substantiated in Section 5.3 for the example of 3D medical imaging where the parallel method is
indeed more efficient than the sequential method.
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Observed image Restored image log(Residuum)
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Fig. 3 Domain decomposition of an image (size 1920 x 2576 pizels) corrupted by Gaussian noise with variance
0.03, see (a). In (b) we show the restored image, whereby we used the sequential domain decomposition algorithm
for 4 domains with the following parameters: a = 0.13, 8 =7, v =0, u = 500. In (c) we depict the progress of the
logarithm of the global residual.

# domains

sequential

parallel

D = 2 (stripe):

2896 s / 5 it (579 s/it

5374 s / 14 it (383 s/it)

D = 4 (stripe):

2675 s / 6 it (445 s/it

3262 s / 18 it (181 s/it)

D = 4 (window):

3535 s/ 17 it (207 s/it)

D = 8 (stripe):
D = 16 (stripe):
D = 16 (window):

3191's / 21 it (151 s/it)
3786 s / 23 it (164 s/it)
3385 s / 22 it (153 s/it)

( )
( )
2848 s / 6 it (474 s/it)
3114's / 7 it (444 s/it)
3673 s / 8 it (459 s/it)
3267 s / 7 it (466 s/it)

Table 3 Restoration of the image in Figure 3 of size 1920 X 2576 pizels: Computational performance (CPU time
in seconds / the number of iterations and the average CPU time for one iteration in Algorithm 1 and Algorithm 2
respectively) for the sequential and parallel domain decomposition algorithms with « = 0.13, 8 =7, v =0, p = 500
for different numbers of subdomains (D = 2,4,8,16). The algorithms are stopped as soon as the global residual
reaches the significance level 2.1 x 10~%.

We also tested the sequential and parallel domain decomposition algorithm for the image in
Figure 3, which is of size 1920 x 2576 pixels corrupted by Gaussian white noise with variance 0.03,
and for the image in Figure 4 of size 1280 x 1280 pixels corrupted by Gaussian noise with variance
0.1. The results are reported in Table 3 and Table 4. For the restoration of the image in Figure 3 we
set the parameters in the algorithms to a = 0.13, 8 =7, v = 0, u = 500, while for the one in Figure
4 we choose o« = 0.25, 8 = 5, v = 0, u = 500. Upon inspection of the figures in the tables, similar
conclusions as for the previous test examples can be drawn.

5.2 Comparison of the Dual and Primal Domain Decomposition Approach

In [22] domain decomposition methods directly applied to the minimization of the primal problem
(2) are introduced, which we refer to as the primal domain decomposition approach. In fact, we
only compare the respective sequential algorithms, i.e., Algorithm 1 with the algorithm in [22, (3.1)],
since a similar behaviour can be observed from the parallel versions. The comparison is done with
respect to CPU-time and iterations for the restoration of the “barbara” image of size 512 x 512 pixels
corrupted by Gaussian white noise with variance 0.03. The physical domain is split into different
numbers of stripes (D = 2,3,4,5,6,7,8) as depicted in Figure 1(a). For the restoration we choose
a =1/3in (2) and (3). Further, in Algorithm 1 we set § = 70, v = 0, p = 500, while in the primal
domain decomposition algorithm we set v = 0.01, = 1, and § = 0.99 as proposed in [22]. As a
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Observed image Restored image o log(Residuum)
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(a) ' (b) | ©

Fig. 4 Domain decomposition of an image (size 1280 x 1280 pizels) corrupted by Gaussian noise with variance
0.1, see (a). In (b) we show the restored image, whereby we used the sequential domain decomposition algorithm
for 4 domains with the following parameters: a = 0.25, 8 =5, v =0, p = 500. In (c) we depict the progress of the
logarithm of the global residual.

# domains sequential parallel

D = 2 (stripe): 1207 s / 6 it (201 s/it) 2705 s / 20 it (135 s/it)
D = 4 (stripe): 1108 s / 7 it (158 s/it) 1640 s / 24 it (68 s/it)
D = 4 (window): 1210 s / 7 it (172 s/it) 1801 s/ 22 it (81 s/it)
D = 8 (stripe): 1326's / 9 it (147 s/it) 1309 s / 27 it (48 s/it)
D = 16 (stripe): 1506 s / 10 it (150 s/it) 1682 s / 31 it (54 s/it)
D = 16 (window): 1199 s / 8 it (149 s/it) 1590 s / 28 it (56 s/it)

Table 4 Restoration of the image in Figure 4 of size 1280 x 1280 pizels: Computational performance (CPU time
in seconds / the number of iterations and the average CPU time for one iteration in Algorithm 1 and Algorithm 2
respectively) for the sequential and parallel domain decomposition algorithms with « = 0.25, 8 =5, vy =0, p = 500
for different numbers of subdomains (D = 2,4,8,16). The algorithms are stopped as soon as the global residual
reaches the significance level 2.1 x 10~%.

stopping criterion we use the energy in (2) which is at hand for both approaches, since for a solution
p* of (3) and a minimizer u* of (2) we have u* = divp* + f; see [21]. For obtaining an appropriate
stopping value for our tests we first solve the dual domain decomposition algorithm with a certain
accuracy, i.e., we terminate the iterations as soon as the global residual reaches the significance value
R* = 1072, Then the observed primal energy is taken to be the stopping value, i.e., we stop the
algorithms as soon as the primal energy drops below 0.0645388 for the first time in our numerical
experiments. While the dual domain decomposition algorithm reaches the prescribed energy after
a few iterations, the computation by the primal domain decomposition method takes many more
iterations or does not even reach the desired value within 500 iterations; see Table 5. Since only a
few iterations are needed for the dual algorithm, it converges much faster in CPU-time than the
primal domain decomposition approach. This behaviour makes the dual splitting strategy superior
for large-scale problems as they may occur in 3D imaging.

5.3 Reconstruction of 3D Computerized Tomography (CT) Data

We test Algorithm 1 and Algorithm 2 for denoising 3D medical data of 512 x 512 x 48 voxels,
i.e., the data consists of 48 slices with each slice containing 512 x 512 pixels; see Figure 5 for a
vertical cut through the restoration. Solving this restoration task by minimizing (3) involves a huge
computational effort. Therefore it is sensible to split the computation load into smaller pieces by using
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# domains dual primal

D=2: 233 s / 29 it (8 s/it) 344 s / 136 it (2.5 s/it)
D=3: 168 s / 30 it (5.6 s/it) 3957 s / 500 it (7.9 s/it)
D=4: 113 s / 29 it (3.8 s/it) 5199 s/ 500 it (10.3 s/it)
D=5: 97 s /29 it (3.3 s/it) 6032 s / 500 it (12 s/it)
D=6: 92's / 29 it (3.1 s/it) 6725 s / 500 it (13.4 s/it)
D=7: 92's / 28 it (3.2 s/it) 6733 s / 500 it (13.4 s/it)
D=38: 89 s / 28 it (3.1 s/it) 7265 s / 500 it (14.5 s/it)

Table 5 Comparison of the proposed dual domain decomposition Algorithm 1 and the primal domain decomposition
algorithms introduced in [22] for the restoration of the image in Figure 1 of size 512 X 512 pizels: Computational
performance (CPU time in seconds / the number of iterations and the average CPU time for one iteration) for
different numbers of subdomains (D = 2,3,4,5,6,7,8). The algorithms are stopped as soon as the global primal
energy in (2) drops below 0.0645388 or the number of iterations reaches 500 first.

# domains parallel sequential

D=2: 9791s / 6 it 9758 5 / 4 it
D=4: 71235 / 7 it 8238 s / 4 it
D=38: 5903 s / 7 it 7569 s / 4 it

Table 6 Comparison of the proposed sequential and parallel domain decomposition algorithms with o = 0.013,
B=7,~v=0, p="500 for denoising 3D medical data of 512 X 512 X 48 vozels. Computational performance (CPU
time in seconds / the number of iterations) for different numbers of subdomains (D = 2,4,8,16). The algorithms
are stopped as soon as |p*) — p(k—1|| < 106.

a domain decomposition strategy. A perhaps too simple splitting approach would be, minimizing (3)
on each slice separately, i.e., instead of solving the whole 3D problem we solve 48 2D problems.
This strategy only finds minimizers of each slice but does not find the minimizer of the associated
3D problem. Moreover, it is clear that since no neighboring 2D-slices are taken into account, high
variations in the vertical direction, i.e., the direction perpendicular to the 2D-slices, are allowed; see
Figure 5 right column. A comparison of the solutions of this suboptimal strategy with our proposed
domain decomposition algorithm applied to the genuine 3D image restoration problem shows that
edges as well as uniform parts are much better preserved in the vertical direction, when dealing with
3D data rather than stacking 2D reconstructions; compare Figure 5. Hence, our proposed method is
superior to the strategy which solves the problem slice by slice. This also illustrates that a careful
treatment of the interfaces of domain patches is crucial.

Moreover, we compare the performance of Algorithm 1 with its parallel version, i.e., Algorithm
2, for denoising the 3D medical data of 512 x 512 x 48 voxels, considered already above. For the
parameters we choose @ = 0.013, 8 = 7, v = 0, and p = 500 for different numbers of subdomains (D =
2,4,8). We terminate the algorithms as soon as the norm of the difference of two successive iterates
drops below a certain threshold. More precisely, we use as a stopping criterion Hp(k) —pFt+D) | <1075,
which seems suitable for our purposes. In fact, if our algorithm converges at least linearly, i.e., there
exists an e € (0,1) and an m > 0 such that for all k& > m we have ||[p®) — p*+D|| < ¢g||p®) —p(=)|,
the above stopping criterion ensures that the distance between our obtained result p and p'®’ is
lp — p(°°)|| < %. Note that in the parallel domain decomposition algorithm for the update of

€
the iterate p(k'H) an averaging between the previous iterate p(k) and the current iterates pEkJrl),

i=1...,D, has to be performed; cf. Algorithm 2. Hence, we expect that the parallel algorithm needs
more iterations until successful termination. Additionally, the communication time of the processors
adds to the overall computing time. Nevertheless it turns out that the parallel method converges
faster in time than the sequential algorithm for a sufficiently large number of subdomains; see Table
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Fig. 5 Reconstruction of 3D CT data given by 48 slices. In the left column we show the reconstruction by the
domain decomposition algorithm by splitting the data into 3D blocks, while the right column shows the reconstruction
of a slice by slice reconstruction without taking the neighbor slices into account, i.e., solving 2D problems. In (c) and

(d) we zoomed in on the in (a) and (b) highlighted area. In order to visualize the differences in the reconstruction
of the two approaches we color in (e) and (f) the zoomed area.
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6. In fact, the parallel method with a decomposition into 8 domains performs best. These results
confirm our previous observation in Section 5.1, where we already anticipated that the parallel version
is more efficient than the sequential method for large image data sizes, as it is the case for 3D image
data sets.
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